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A Eleuristic Programing Study of Theory Formation in Science 

by 

Bruce 6. Buchanan 

Edward A. Peigenbaum 

Joshua Lederberg 

f. XNTRODUCTION 

Theory formation in science embodies many elements of creativity 

which make it both an interesting and challenging task for 

artificial intelligence research. One of the goals of the 

Heuristic DERDRAL project has long been the study of processes 

underlying theory fornation. This paper presents the first steps 

ue are taking to achieve that goal, in a program called 

Reta-DRNDRAL. 

Because we believe there is vollne in reproting ideas in their 

formative stages -- in terms of feedback to us and, hopefully, 

stimulation of the thinking of others -- we are presenting her3 a 

description of work on Reta-DENDRAL ewen though not all of the 

program has been written. Just like the scientists we attempt to 

model, we often fail to make explicity the thinking steps we g3 



through. Therefore, the designs of the unfinished peices of 

pL-ogram are described as they will be initially programred, and 

several outstanding problems are mentioned. It is hoped that this 

discussion uill provoke comments and criticisms, for that is also 

part of its purpose, 

The Heuristic DENDEAL project has concentrated its efforts on the 

inductive analysis of empirical data for the formation of 

explanatory hypotheses. This is the type of inference task th3t 

Ca1.k for the us8 of a scientific theory by a prf3rBanCe program, 

but not for the foraation of that theory. When we startei on 

Heuristic DEblDRAL we did not have the insight, understanding, snd 

daring to tackle ab initio the prObf8m of theory formation. But 

nou we feel the time is ripe for us to turn our attention to the 

problem of theory formation. Our understanding and nur technical 

tools have natured along vith the Heuristic DENDBAL program t3 th2 

point vhere we nov see clear vays to proceed. 

As alvays, t&e proper choice of task environment is crucial, but 

for us the choice was absolutely clear. Because the Heuristic 

DENDRAL performance program uses the theory of a specialized 

branch of chemistry, formulating statements of that theory is th;\ 

task most accessible to us. The theory itself will be briefly 

introduced in Sec.tion XI, although it is n,,t expecte3 that realers 

understand it to nnderstand the directions of this paper. 
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The goal of the neta-DBYDRAL program is to infer the theory that 

the performance program (Heuristic DBIIDRAL) uses to analyze 

experimental ch+m&cal data from a mass spectrometer. The 

follcuiag table attempts to Sketch some differences betveen the 

programs at the performance level and the meta-level. 
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Heuristic DEHDBAL 
Input The analytic data from 

a molecule whose struc- 
ture is not known 
(except of course in 
our test cases). 

Output A molecular structure 
inferred from the data. 

Example Oses alpha-carbon frag- 
mentation theory rules 
in planning and in 
validation. 

Heta-DENDRAL 
A large number of sets of 
data and the 
associated (known) 
molecular structurea, 

k set of cleavage and 
rearrangement rules con- 
stituting a subset 3f the 
theory of tnass 
spectronetry. 

Discovers (and validstes) 
alpha-carbon fragmentation 
rules in a space of possible 
patterns of cleavage. Uses 
set of primitive concept3 
but does not invent new 
primitives. 

In our view, the continuity evident in this table reflects a 

coqtinuity in the processes of inductive explanation in sziencz. 

Moves toward neta-levels of scientific inference are moves toward 

encompassing broader data bases and constructing more general 

rules for describing regularities in the data. 

Beyond this level of Heta-DEIDRAL there are still higher levels. 

Not all theory formation is as simple as the program describe4 

here assumes it is. For example, the representation of cherrric31 

molecules and the list of basic processes are both fixed for thi:, 

program, yet these are concepts uhich a higher level program 

should be expected to discover. Also, there is no p>stulsti.Dn of 

oeu theoretical entities in this program. But, again, hidaet- 
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levels of theory formation certainly do include this process. 

The task of theory formation can be and has been discussed out of 

the context of any particular theory.<@> However, writing a 

computer program Azo perform the general task is more difficult 

than working within the context of one particular scientific 

discipline. Phile it is not clear hov science proceeds in 

general, it may be pqssible to d8SCrib8 in detail how the 

scientists in one particular discipline perform their work. PKOUI 

there, it is not a large step to designing the computer program. 

Thus this paper attacks the general problems of theory formation 

by discussing the problems of designing a computer program to 

formulate a theory in a specific branch of sciencetcf. 2). 

The general strategy of Heta-DERDBAL is to reason from data to 

plaUSibl8 generalizations and then to integrate the 

generaliZatiOnS into a unified theory. The input to the 

Beta-DENDRAL system is a set of structure-data pairs. It receives 

essentially the same data as a chemist might choose when he 

attempts to elucidate the processes underlying the behavior of a 

class of molecules in a mass spectrometer. Yhen chemists turn 

their attention to a class of chemical compounds whose mass 

spectrometric processes (HS processes) are not vell understood, 

they must collect mass spectroaetry data for a number of the 

compounds and look for generalizations. The generali.zatiDns have 

to be tested against nev data and against the established th?Dcy. 
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If nev data provide counterexamples, the generalizations Ire 

changed. Xf the generalizations are not compatible with the old 

theory either the old theory or the generalizations are changed. 

This paper is organized by the three eain subFrobleS around which 

the program is also organized. The first is to explain the 

experimental data of each individual molecular structure. rtlat 

is, determine the processes (or alternative sets of processes) 

vhich account for the experimental data. The second subproblea is 

to generalize the results fropt eacrh structure to all structures. 

In other vords, find the common processes and sets of processes 

vhich can explain several sets of experimental data. The last is 

to integrate the generalizations into the existing theory in such 

a way that the theory is consistent and economical. Within each 

of the three main sections, the subsections indicate further 

subproblems vhich the program must solve. 

XI. THE PROBLEM DORAIN 

Because this paper discusses theory formation in the contaxt of a 

particular branch of science, mass spectrometry, the theory 3f 

this science vi11 be explained briefly for readers vishing an 

understanding of the Reta-DERDRAL program at this level. 

The mass spectrometer is an analytic instrument vhich bombards 
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molecules of a chemical sample with electrons and records the 

relative numbers of resulting charged fragments by mass. When 

molecules are bombarded, they tend to fragment at different 

locations and fragments tend to rearrange and break apart as 

determined by the environrents around the critical chenicsl bonds 

and atoms, The description of these processes is called l@masss 

spectrometry theory”. The output of the instrument, the mass 

spectrum or fragment-mass table (PI(T)*, is commonly represented as 

a graph of masses of fragments plotted against their relative 

abundance. By ex:amining the P!!lT, an analytic chemist oftan can 

determine the molecular structure of the sample uniquely. 

---------- 

*The term 'fragment-mass table* is used here in place of the 

slightly misleading term 'mass spectrum'. The latter is well 

entrenched in the literature, but the former is more suggestiva of 

the form of the data, 

--------- 

Hass spectrometry theory (BS theory), as used by the DENDRAL 

programs and many chemists, is a collection of statements about 

the fragmentation patterns of various types of molecules upon 

electron impact. It contains, for example, numerous statements 

about the likelihood that links (bonds) between chemical atoms 

vi11 break apart or remain stable, in light of the local 

environment of the bonds uithin the graph structure of the 
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molecule. The probability of a fragment splitting oEf thl 

molecule is deterhned by the configurations of chemical atoms an3 

bonds in the fragacmt and in its conpleaent. Further splitting of 

the fragment is determined in like manner. In addition to rules 

about fragaeatattoqs, the theory also contains rules relating 

graph features of molecules and fragments to the probabilities 

that an atoa or group of atoms vi11 migrate from one part of the 

graph to another. Fortunately, mass spectroaetry results are 

reproducible. or nearly so, which means that identical samples 

will produce nearly identical FflTs (under the same operating 

conditions of the same type of instrument). 

As mentioned earlier, there are alternative levels for expressing 

this, as any qther theory. The model in whose terms the theory is 

stated is a "ball and stick" model of chemistry, in vhich 'st.omf 

and @bond@ are primary terms, and not, for example, 4n elzctr>n 

density model. Some of the primitive terms of the prograacs 

theory are listed in Appendix A. 

III. FIRST SUBPROBLER: EXPLAINING EACH SPECTRUN 

The so-called nrethod of hypothesis" in science is sometimes 

proposed as the essence of scientific work. Pestating it, in 3 

deliberately imprecise uay, the method is to formulate a 

hypothesis to account for sollie of the observed data and mike 
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successively finer adjustments to it as more observations are 

made. Very little is known about the details of a scientist*s 

intellectual processes as he goes through the method. Thinking of 

hypotheses, for example, is a mysterious task uhich rust be 

elucidated before the method can be programmed. That is the tssk 

ue have designated as the first subproblem. 

The program starts with individual structure- PET (fragment-mass 

table) pairs as separate from one another. It constructs 

alternative explanations for each PffT and then consi33rs the FHT@s 

all together. An explanation, for the program, as for the 

chemist, is a plausible account of the IIS processes (or 

mechanisms) uhich produced the masses in the MT. The explanation 

is scaething like a story of the l olecule*s adventures in the mass 

spectrometer: certain data pqints appear as a result of cleavage, 

others appear as a result of aore complex processes. At this 

stage of development of the theory, the chemtist's story does not 

account for every data point because of the complexities of the 

instrument and the vast amount of missing information about MS 

theory. 

A. REPRESENTATION 

The well-known problem of choosing a representation Ear the 

statements of a scientific theory and the objects mentioned by the 

theory is ccmmon to all sciences. In computer science it is 
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recognized as a crucial problem for the efficient solution (DC for 

any solution) to each problem. Some ways of looking at a problem 

turn out to be 8uch less helpful than others, as, for exappl?, 

considering the mutilated checkerboard problemCS> as simply a 

problem of covering rectangles (uith dominoes) instead of as a 

parity problem. At this stage there are no computer prograas 

uhich successfully choose the representation of objects in a 

problem domain. Therefore ue, the designers of the neta-DENDRAL 

system, have chosen representations uith which ue have some 

experience and for uhich programmed subroutines have already b?en 

written in the Heuristic DENDRAL performance system. 

It was natural to use these representations since the net3-program 

itself vi11 not only interface with the Heuristic DEIODBAL 

performance program, but is built up from many of the LISP 

functions of the performance program. Specifically, for this 

program, the input data are chemical structures paired with th2i.r 

experimental data: 

structure-l - FMT-1 

.*. . . . 

structure-n - FMT-n 

The representation of chemical structures is just the DENDRAL 

representation used in the Heuristic DENDRAL system. It has b?er 

described in detail elsewhere <see 1): essentially it is 3 linear 

string which uniquely encodes the graph structure of the molecule. 
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The PHTs, also, are represented in the same uay as for the 

Heuristic DBNDRAL performance system. Each PRT is a list of x-y 

pairs, uhere the x-points are masses of fragments znd the y-points 

are the relative abundances of fragments of those masses. 

The Predictor program of the Eearistic DERDBAL system has been 

extensively revised so that the internal representations of 

rolecular structures aad of f!S theory statements would be amenshle 

to the kind of analysis and change saggested in this work. As 

nentiqned, Appendix A captains exasples of the terns which are 

used ip statements of the theory. 

B. SEARCH 

It is not clear uhat a scientist does when he "casts about" for a 

good hypothesis. Intuition, genius, insight, creativity snd other 

faculties have been invoked to explain how a scientist arrives at 

the hypothesis which he later rejects or coxes to believe or 

xodifies in light of neu observations. Prom an information 

processing point of view it Rakes sense to view the hypothesis 

formation problem as a problem of searching a space of passibla 

hypotheses for the most plausible ones. This presupposes a 

generator of the search space uhich, adaittedly, remains 

undiscovered for xost scientific problems. 

In the Eeuristic 1DBNDRAL performance system the nlegal m3ve 
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generatoP is the DENDBAL algorithm for constructing a complete 

and irredundant set of l olecular models from any specified 

collection of chemical atoms. Reuristic search through this space 

produces the molecular structures uhich are plausible explanstions 

of the data. The meta-problem of finding sets of IIS processes to 

explain each set of data is also conceived as a heuristic sesrsh 

problem, Vritiag a computer program uhich solves a scientific 

reasoaing problem is facilitated by seeing the problem as one Df 

heuristic search. This is as true of the Beta-program uhich 

reasons from collections of data to generalizations as far the 

performance system uhich reasons from one set of data to ~ln 

explanation. Por this reason we have called the process of 

induction “a process of efficient selection from the domain of all 

possible structures.m<3> 

In broad terms, the program contains (1) a generator of the search 

space, (2) heuristics for pruning the tree, and (3) evaluation 

criteria for guiding the search. Except for prohloms inherent in 

the task, then, the problems of such a program are reasonably tie11 

understood. These three main components of the heuristic search 

program are considered one at a time in the ismediate discussion. 

1. GENERATOR 

For this part of the Heta-DENDRAL system, the generator is a 
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procedure for systematically breaking apart chemical q  olezules to 

represent all possible HS processes. In addition to single 

cleavages, the generator must be capable of producing all possible 

pairs of cleavages, all possible triples, and so forth. And, for 

each cleavage or set of cleavages it must be able to reproduce th% 

result of atoms or groups of atoms migrating from ona fragment to 

another. For example, after the single break labeled (a) in 

Figure 1 below, subsequent cleavage (b) nay also occur. The 

result of (a) + (b) is the simple fragment CH3. 

0 

CH3 - c - CH2 - CH2 - CH3 

lb) (a) 

FIGURE 1 

Or. for the same molecule, cleavage (c) may be followed by 

migration of one hydrogen atom from the gamma position (marked 

with an asterisk} to the oxygen, as shown in Figure 2: 

0 

CH3 - c - CH2 - CH2 - CH3 

(a * 

FIGURE 2 
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The generator of the search space vi11 postulate these processes 

as possible explanations of the PtIT data points at masses 15 (ZH3) 

and 58 (C3A60) for this particular molecule. But it will 3153 

postulate the simple cleavage (b) in Figure 1 as the explanation 

of the peak at mass 15. And for the peak at mass 58 from the 

process in Figure 2 it vi11 postulate the alternative migration of 

a hydrogen atom frqm the beta position (adjacent to the asterisk). 

Prom the generator’s point of view these processes ace at least as 

good as the more or less accurate processes shown in Figures 1 and 

2. 

Chemists alsq appeal. to the localization of the positive charge in 

the charged molecule to explain why one peak appears in a set Df 

data but another does not. Since it is knovn that only the 

charged fragments are recorded by the mass spectrometer, the 

generator program must also manipulate charges to account for the 

data. 

The primitive nechanisns of the generator are charge localization, 

cleavage, and group migration (uhere a group can be a positive 

charge, a single atom, or a set of connected atoms). The 

generator is a procedure for producing all possible charged 

fragments, not just all possible fragments, in other words. 

Putting these mechanisms together in all possible ways 1~3~3s tn an 

extremely large space of possible explanations for the peaks in 
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the experimental PUT of a aolecole. The pruning heuristics 

discussed in the next section alleviate that problem. Briefly, 

let us turn to the actual design of the generator. 

At the first level of branching in the tree all possible single 

cleavages are performed on the original molecular structure 

resulting in all possible primary fragments. At the next level, 

the positive charge is assigned to all possible atoms in the 

f rag8ents. (Switching these tvo steps gives the same results and 

is closer to the conceptualization used by the chemist; it results 

in a less efficient prograa, however.) Starting with level 3, the 

procedure for generating successive levels is recursive: For each 

charged fragment at level n (n > 2) produce the charged fragments 

resulting froa (i) cleavage of each bond in the fragment and (ii) 

migration of each group from its origin to each other aton in the 

fragment, uhere 'group' currently means @positive charge or 

hydrogen atom'. 

2. PRUNING EEUBISTICS 

Three simple pruning techniques are currently used by the program. 

(1) Since the result of breaking a pair of bonds (or n bnnds) is 

independent of the order in which the bonds are broken, allow only 

one occurrence of each bond set; (2) Since F!S processes tend to 

follow favorable pathyays, prune any branch in the tree which is 
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no longer favorable, as evidenced by failure of a fragment's mass 

to appear in the experimental PIlT; (3) Limit the number of 

allowable group migrations after each cleavage. 

The first pruning technique hardly needs explaining: duplications 

of nodes in the search space are unnecessary in this case and can 

be avoided by removing a bond from consideration after all. 

possible results of breaking it have been explored. The seconll 

technique carries an element of risk, because mass spectrsaetry 

theory includes no guarantee that every fragment in a 

decomposition pathway will produce a peak in the experimental PVT. 

In fact, the pruning can only be done after a complete cycle of 

cleavage plus migration because these processes occur together in 

the mass spectrometer -- uithout the appearance of the 

intermediate fragments. The third technique also is truly 

heuristic since there are no theoretical reasons why group 

migrations might not occur in complex and exotic patterns between 

cleavages. The bias of mass spectroscopists touard simple 

mechanisms, houever, leads us to believe that they uould place 

little faith in exotic mechanisms as explanations Df peaks in the 

data, at least not uithout other corroborating evidence. 

3. EVALUATION 

Evaluation of alternative paths in the search tree is necessary, 
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either during generation or after it is completed, in order to 

distioguish the highly attractive explanatory mechanisms f ram 

those which are merely possible. However, without building in the 

biases of experts toward their current theory it is difficult to 

evaluate mechanisms at all. 

The program's evaluation routine presently contains only one a 

priori principle, a form of Occam's razor. In an attempt to 

measure the simplicity of the statements describing aechanisms, 

the program counts the number of primitive mechanisms necessary t9 

explain a peak. Thus uhen there are alternative explanations of 

the same data pqint, the program chooses the simplest one, that 

is, the one uith the feuest steps. Siaple cleavage is proferrsd 

to cleavage plus migration plus cleavage, for example. 

The result of the generation process as described so far, with 

pruning and evaluation, is a set of candidate US processes for 

each structure which provides alternative explanations for data 

points in the associated aass table (FRT). For instance, the 

program breaks the aolecular structure shqvn in Figure 3 at 

individual bonds or pairs of bonds to give the follouing 

information (atoms in the structure are numbered from left to 

right): 

UASS EXPCAXIIED PROCESS 

103 Breakbond: C2-Cl 
or Breakbond: C6-C7 

89 Breakbond: S3-C2 

- 17 - 



75 

61 

60 8 

57 

46 

43 

42 

29 

28 

oc Breakbond: CS-C6 

Breakbond: CU-CS 

Breakbond: S3-C4 

Breakbond: c4-c5 E c2-Cl 

Breakbond: C4-S3 

Breakbond: s3-c4 & c2-Cl 

Breakbond: CS-C4 

Breakbond: C6-C7 E c4-S3 

Breakbond: C2-S3 

Breakbond: c5-C6 G c4-s3 

1 2 3 4 5 6 7 

CH3 - CH2 - SH - CA2 - CH2 - CH2 - CF13 

FIGURE 3 

In this example, the program used no migrations or charge 

localization information, for purposes of simplicity. The program 

explcred all simple cleavages and found peaks corresponding to 

every resulting fragment but two.* For each of the successful 

fragments, the program broke each of the remaining bonds. Fr3n 

all the secondary breaks considered, the resulting fragments 

corresponded to only four additional peaks in the FHI'. So th?s;e 

four branches of the search tree uere each expanded by on? 1~3t-3 

simple cleavage. None of the tertiary frayaents uere found in thz 

PRT so the program terminated. 
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*The CH3 fragment was produced twice but peaks of low masses 
were not recorded in the PDT. 
-L----------------w 

The output of this phase of the program is a set of 

molecule-process pairs. For the one example shown in Figure 3, 

thirteen such pairs would be included in the output: the molecule 

shown there paired with each of the thirteen processes. 

IV. SECOBD SUBPROBLEM: GBAEPALIZIRG TO ALL STRUCTURES 

The method of hypothesis, mentioned earlier as a wague descriptioa 

of scientific work, suggests that a plausible hypothesis can ba 

successively modified in light of new experience to bring a 

scientist closer and closer to satisfactory explanations Df data. 

Apart from the problem of formulating a starting hypothesis 

discussed above and the problem of terminating the procedure, it 

is not at all clear hov the adjustments are to be ra3e nor how to 

select the new experiences so as to l ake the procedure relatively 

efficient, or at least uorkable. These are well-known problems in 

the methodology of science. In other term, the problen Df 

successive modifiiations can be viewed as a problem of 

generalizing a hypothesis from one set of observations to a larger 

set. 
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The tdsk for the second main part of the Heta-DENDRAL systtam is t:, 

coqstruct a consistent and simple set of situation-action (S-A) 

rules out of the nunerous instances of rules generated by the 

first phase of the system. It is necessary for this program ta 

determine (a) when two instances (molecule-process pairs) are 

instances of the same general S-A rule and (h) the form of the 

general rule. In other terms, the program is given a set of 

input/output (I/O) pairs, vith respect to the 1I.S theDry in a 

"black box". The task of the program is to construct a model >f 

what is inside the black box. Thus it needs methods for (a) 

determining when two outputs (processes) are of the same class anJ 

(b) constructing an input/output transformation rule whiz!] 

accounts for the inputs (uolecules) as veil as outputs. 

For each molecule there vi11 be several associated processes, 3s 

seen from the example from Section III (Figure 3). So th;l s~utz 

molecule vi11 appear in several I/O pairs. Boreover, sin-e th? 

molecules are chosen for the test because they are known to 

exhibit similar !¶S behavior, there will be a number of instances 

of each general NS rule. If the program is successful, the 

resulting set of explanations vi11 be a unified description of tt12 

HS behavior of all the molecules irr the class. In operat i3ci31 

terms, this Beans, at least, that the final set of explanations 

will be smaller than the union of instances. 

The program itself has not been completed. It is hoped that t5i.s 
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sketch shous enough detail that it will be instructive an1 

provocative. Yet we do not vish to emphasize unfinished pieces of 

programs. 

As in Section III, the issues of representation and search are 

discussed separately in this section. 

A. REPRESENTATION 

The general form of the rules the program is to infer has been 

fixed as S-A rules, as mentioned above. But representing the 

instances from which to infer the rules presents other 

difficulties. It has been difficult to decide how to represent 

the instances in such a way that they can be compared and unified, 

without building in concepts which would beg the theDry-fDrm3tion 

question. For example, representing the chemical graphs by 

feature vectors is attractive because it is easy to give the 

program just the right information for efficient cooparisDns. But 

this is the danger, too, for omitting @@superfluous" LnforratiDn 

gives the program much too great a head start on the problem. It 

might discover what ue believe are in the data -- the old 

principles-- but it uould never discover anything new. 

The difficulty with the representation of the instances, i.e., the 

molecule-process pairs in the input stream, is that the numbering 
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of atoms in tbe molecules, and the corresponding numberings in the 

function arguments of the processes, do not allou simple 

conparisions. Eowaver, by conparing rules two at a time it is 

possible to determine mappings between the atoms, and the function 

arguments, so that the program can make comparisons. This is 

described belov, as part of the scheme for generalizing rules. 

0. SBAECE 

The prqgram Las been designed to generalize on situations vhich 

exhibit the same ;processes. If situations 31 and R.2 both exhibit 

process P, fqr exampI*, the program attempts to construct a rule 

4s --> P) where S captures the common features of 41 and fl2. rhis 

procedure requires that the program knows enough about the syntax 

of the process language that it can recognize the vsamev process 

in different contexts. Also, this procedure requires that the 

prograr can find comaort features of situations uhich satisfy some 

criteria of aon-triviality. 

As in any learning problem there will need to be many 

readjustments of the learned generalizations as new data are 

copsidered. In this case, the addition of each new 

molecule-prqcess pair brings the potential for revising any S-A 

rule in the emerging MS theory. Since each molecule initially 

considered may be associated wit4 a dozen or more processes, and 
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the emerging theory may contain many dozens of S-A rules, the 

generalization process will be lengthy. 

All qf the molecule-process pairs, uhich are instances of the 

rules the pxogran is supposed to find, are compared among 

themselves. The result of this comparison is a set Bf generalized 

descriptions vhich account for the input data. This resulting set 

is then organized hierarchically to form the program's HS theory 

by the process described in Section V. 

The comparison of the instances is conducted pairufse. The first 

molecule-process pair is postulated as a situation-action rule, R. 

A neu molecule-process rule, 11, (the next one) is than compare3 

vith R in the folloring vay. (1) The l!lS processes, DC actions, oE 

N and R are compared at a gross level. (2) Xf this comparison 

holds, the graph structures (situations) of I and R are coap3red 

to fiqd coamon subgraphs. If there are no common sobgraphs, I is 

compared with the next rule, or, if no more rules, N is postukted 

as a new rule. (3) Othervise, the common subgraph, S, is expanded 

to S* to capture alternative allovable atoms beyond the c~mron 

subgraph as indicated by the situations of N and 8. (4) Finally, 

the graph of R is replaced by S*. These four steps will be 

illrstrated and briefly described belou. 

Consider the rule 

1 2 3 4 5 6 
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(RI = CH3 - cH2 - NH - CH2 - CX2 - CH3 --> Breakbond(4 5) 

and the nev molecule-process pair 

1 2 3 4 5 6 

(N) = C83 - NE - CEZ - CH2 - CE2 - CH3 --> Breakbond(3 4). 

(1) Compare the processes of R and N (the right-hand sides of R 

and II), disregarding the arguments of functions. Co8parison of 

just the names of the processes shows that both R ana N follou ths 

same syntactic rules, and thus deserve closer comparison. This is 

made possible by the generator of processes describe3 in Section 

XXI, uhich names -Qrocesses and sets of processes uniquely. Aa3 

the form of the processes been different, N would be compared with 

the next rule (if any). 

(2) Ccmpare the graph structures in N and R, ignoring hydrogen 

atoms (Ii) for the moment. Using the clue that the atoms involved 

in the processes of both N and R are important, the program looks 

for a vay of matching these atoms. Then the ninterestingt8 

subgraphs in both N and R are expanded, starting uith the 

inpgrtant atoms and building the greatest subgraph, S, which is 

common to both N and 8. The criteria of ninterestingv subgrsphs 

and for #greatestn comaon subgraph are hearistic and are specific 

to chemistry. 

Since the nitrogea atom, N, and the adjacent right-hand carbon 
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atom, C, are both involved in the Breakbond process for both rules 

w ana (RI 8 these are recognized as important atoms. Thus th? 

subgraph common to (B) and (N) zust contain these no3es. Using 

the numbering of the graph of (a), nodes 2-6 are found to he 

coanop to both graphs. This is an "interesting" subgraph because, 

for example, it contains at least one non-carbon atom and contains 

more than two nodes. Uoreover, it is the greatest subgraph common 

to the two. Without B's, this subgraph, S, is: 

2 3 4 5 6 

(S): C-N-C-C-C 

(3) Expand the subgraph (S). Now, reconsider the hydrogen atoms 

ignored in step (2). Nodes 2 and 6 in S fail to match exactly on 

the number of hydrogens, but the rest do match. Both 2 and 6 are 

connected to at least tuo hydrogens, but in each case, the last 

coqnection may be to either an H or a C. This is reflected in th? 

expanded suhgraph 

(S’) : tc, W - CH2 - NH - CEi2 - CH2 - CH2 - (C,H) 

The parentheses indicate alternative choices for the atom linked 

by the adjacent bond. 

The program nov extends subgraphs only one atom beyond the 
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greatest common subgraph (in each direction), but this clearly 

should be a parameter uhich the systea can set. 

(4) Replace the graph of R with S,. The result of comparing N 

with R, then, has been to change the conditions under which the 

process of R has been observed to apply. The 0ia rule 3 is 

replaced by a revgsed rule, R,, in rhich the situation is 

modified, but the action remains the same: 

1 2 3 4 5 6 7 

(R'): tc, HI - 682 - UH - CH2 - CH2 - CH2 - (C,H) --> 

Breakbond(4 5) 

The result of this whole process is a set of S-A rules which cln 

account for the observed data, This part of the program 

cautiously tries not to generalize beyond t&e observed situations. 

So it say miss some sweeping generalizations (nbrilliant 

insights") which explain several of these cautious rules. But its 

result will nqt, at least, contain n “rules9’ to explain n 

observations, unless the input data are vildly discrepant. 

V. THIRD SDBPROBLER: ORGANIZIRG NBU RULES AND INTEGRATING THE!l 

IRTO TRE EXISTIRG THEORY 
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The scientist's problem does not necessarily end with the 

satisfactory formulation of general statements explaining all the 

observed data. If he is working in a discipline for vhich there 

is no existing theory, he will still uant to organize the 

statements. But it is rare to be out of any theoretical context, 

Typically, the hypotheses are formulated as extensions of some 

existing theory. Thus, the Eeta-DBHDRAL program must be prepared 

to merge new RS rules into the theory previously constructed by 

the program (or by a chemist). However, as a test exercise we 

want to see uhether the neta-program builds approxie8tely the same 

RS theory as the performance program nov contains. 

One cf the reasons we have rewritten the DElODRAL systemas mass 

table predictor was to separate the RS theory from the LISP 

functions it drives. Raking changes to the theory, then, does not 

require reprogramming, in the usual sense. Consequently, uriting 

a program which updates the theory no longer seeas to be an 

insurmountable task. 

The Froblems of organizing a set of new rules or integrating new 

rules into the old theory are independent of the source of those 

rules. In order to study these problems ue have written 3 prDqraa 

which (a) accepts neu rules from human chemists and (b) updates 

the theory table of the program. The program for doing (a), 

called the dialog program, is not central to this paper, thus this 
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section will focus on the uork to accomplish (b), organizing and 

updating the theory. 

In short, the program organizes the new rules either into a fresh 

thegry or into an old theory (depending on the test) in the same 

way. The rule table is organized hierarchically according to the 

situations in the rules. Because the situations are graph 

structures, determining situation levels is just determining 

whether one graph is contained within another. For example, the 

graph -NH2 is contained in the graph -CH2-NH2 , so th3 former 

is a higher-level situation in the rule table, If neither 

situation is a subgraph of the other and they are not identical, 

they are put at the same level in the rule table. 

A. REPRESBNTATION 

The performance program's Pls theory is represented as a table of 

situation-action rules (S-A rules), patterned after Waterman's 

table of heuristics for good poker play.<6> Situations are 

predicate functions which evaluate to 'true* or *false' in R 

specific context. For simplicity, only two predicate functions 

are alloued as situations at this time (in addition to #I*) -- 

although a wide range of arguments may be supplied. Also, only 

one simple prediciate function at a time can serve as a situation; 

Boolean expressions of predicates are not allowed. The first 

simplifying restriction will be easy to loosen as new predicate 
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functions are discovered which will be useful. Limiting a 

situation to a single predicate, however, is an important way Df 

limiting the difficulties encountered in revising th8 prograacs tlS 

theory or analyzing it. Actions are sequences of primitive tiS 

processes constitoting revrite rules for transforming one 

structural fragment into another. In this system, an action place 

can alSO be filled by another S-A rule, allowing nesting 3f rules 

in a manner quite natural to the current textbook descriptions of 

NS theory. 

The structure of 

the Frogram*s P!S 

<rule table> 

<default> 

<S-A rule, 

<situation>+ 

<action>** 

the rule table in the program, which constitutes 

theory, can be expressed in Backus normal form: 

--= ((T <default> <s-a ru18> . . . <S-A rule>) . . 

c .'L . . <action> 

::= (<situation> <action> J 

(<situation> <default> <S-A rule> . . . 

<S-A rule>) 

::= (ISIT <subgraph name>) 1 

(CHECKFOB <Variable name> <value>) 1 

T 

::= (<function name> <arguments>) 1 

(PROG () <action> . . . <action>) 

* The function ISIT determines whether the subgraph named in its 
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argument place is contained in th8 chemical graph under 

coqsideretian. 

The function CEECRFOB checks to see whether the current value of 

the named variable is equal to the value specified. This 

predicate allows checking global context before determining 

answers to specific questions about subqraph matching. 

*+ The basic actions (function names) knouo to the systes are 

listed in Appendi? A. Any action which is built out of several 

basic functions can be given its own name. In fact, the HS theory 

in the present version of the performance program contains many 

named complex actions. 

--------w--a------- 

The performance program is driven by the IlS theory in the rule 

table by the following procedure. The program picks LIP the S-A 

rule immediately follouing the default action and checks t3 se? if 

the current context satisfies the situation by executing the name3 

predicate function (with appropriate arguments). If it dDes, the 

program pecfqrw the associated action by executing the nswed (or 

described) function (uith appropriate arguments). The very first 

situation, *T8, is certain to be Satisfied (since 'T* evaluates to 

'true*), so the default action will be eXeCUt8d if none of the 

Other situations are satisfied. 

A simple illustration will make the structure of the rule table 
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clear. Suppose it contains rules for two distinct situations: 

ethers and alcohols, plus a subrule for a special class of ethers, 

named ether 1. The table would look like 

(T default (alcohol-situation alcohol-action) 

(ether-situation ether-action 

(etherl-situation etherl-action)) 

If a compound satisfies the ether1 situation, neither the default 

actiop nor the ether action will be executed. All the processes 

for each situation are collected in the corresponding action. 

This may cause duplication if some of the processes in a rule ~ls:, 

apply to the subrules. But l edification of the rule table is made 

easier because of this unification. 

B. OBGARIZATION AND INTEGRATION 

The output from the generalization program discussed in Slction IV 

is a set of S-A rules (uith accompanying definitions of the 

situations and actions). The set of new S-A rules is organized 

withcut reference to any existing theory or integrated into an 

existing theory by exactly the same process. Each S-A rule is 

considered in turn. It is postulated as a neu S-A rule at the top 

level of the rule table if its situation does not appear elsewhere 

in the rule table. If a neu situation, Sl, subsumes a situation, 

s2, already in the rule table (i.e., Sl is more general than S2, 
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or S1 is contained in S2), then the new rule is inserted in the 

rule table so that the old rule, with S2, is belou the new one. 

Or, the reverse asp be the case, namely, that the neu situation 

(Sl) is subsumed by a situation (S2) already defined. Then the 

neu rule must be inserted belou the old one in the hierarchy. 

These three cases all depend only upon the program's ability t3 

determine when one graph is contained within another. They 3ro 

briefly illustrated below. 

(1) If the situation does not appear elsewhere in thz rule table, 

the neu S-A rule is merely added to the top level of the rule 

table. For example, adding an amine rule to the sample rule t3ibla 

above uould result in 

(T default (alcohol-situation alcohol-action) 

(ether-situation ether-action 

(etherl-situation etherl-action)) 

(amine-situation amine-action)) 

(2 & 3) If the situation of the new S-A rule subsumes a previously 

defined situation, the old S-A rule becomes a sub-rule of the new 

rule. If the situation of the new rule can be subsumed under ;in 

existing one, the neu rule becomes a sub-rule of the old one. 

These two cases are both illustrated by the following example. 

Suppose the program adds a rule (ether2-situation ether2-actiDr:) 

to the rule table above, where ether2-situation is an instance of 
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ether but more general than etherl-situation. This vould result 

in 

(T default [alcohol-situation alcohol-action) 

(ether-situation ether-action 

(ether2-situation ether2-action 

(etherl-situatioa etherl-action))) 

(amine-situation aaine-action)) 

After deciding uhere the rule must be inserted, the program ad3s 

the definitions of the new situation names and action bases to the 

system. 

As this part of the program becomes more sophisticated it will 

have to (a) check the rules to be sure there are instances which 

actually distinguish them, (b) look for less cautious vays of 

generalizing, and (c) associate a measure of confidence with each 

rule so that it can resolve conflicts betveen rules. 

III. CONCLUSION 

The Heta-DBRDRAL program described here is a vehicle for studying 

problems of theory formation in science. It is built upon the 
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concepts and programmed routines already available in the 

Heuristic DZNDRAL performance program, vhich uses a scientific 

theory to explain analytical data in organic chemistry. The 

fleta-DENDRAL system goes beyond the performance program, houevlr, 

in attempting to formulate the theory vhich the performance 

program vi11 use. 

The Neta-DENDBAL program works much like a chemist who is 

extending his theory of mass spectrosetry by looking at 

collections of experimental results. The data, for both the 

chemist and program, are the results of mass spectroretry 

experiments (called PHTs here) and the associated moleculnr 

structures. By selecting some "typical" examples, first-Drder 

general hypotheses about the whole collection of data can be 

propesed. Then, by subsequent ad justaents, the generalizations 

are modified to erplain all the data. The new rules are then 

integrated into the existing corpus of theoretical statesents in 

maps dictated by considerations of simplicity and personal 

preference. 

The version of the neta-program which is described here suggests 

that the design is vorkable. But it accentuates the arbitrariness 

of our design decisions and raises the questions of what 

alternative designs vould look like and how good they uould be. 

It also raises a number of issues important to undprstandiug 

scientific methodology in general. The design question is 
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certainly one such issue. Others are questions concerning the 

criteria of acceptable generalizations, criteria of good 

scientific theories, aad criteria for deciding on a set of 

primitive concepts for a theory. #one of these general issues 

will be resolved satisfactorily in the context of this program. 

Yet none can be resolved for this program without saying something 

about the general solutions. 
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APPEKDIX A. 

PRItlITIVE CONCEPTS OF HASS SPECTBOEBTEY 

RROWN TO THE DBADRAL PROGRAR 

This list is taken from an outline given to chemists who define 

new mass spectronetry rules for the system. The functions at the 

front of the list are uost primitive, those at the end are more 

complex, and in fact are built out of the simpler ones. 

To the chemist th$,s list serves as a reminder of the names and 

associated syntax of the "building blocks" available to him for 

defining neu rules. To the present reader it is meant to 

illustrate the concepts already programmed into the system. 

FUNCTION (Function Arguments)* DBSCRXPTION 
---------------------------------------------------------- 

HOUSBKEEPING FUNCTIONS: 

ADDCHARGE (ata) Assign a positive charge to attn. 
ADDDOT WW Assign a free electron to atm. 
XONXZE (atm) Assign a dot and a charge to atm. 
PAIRELECTRONS (list;nolist) Look among the atoms of LIST for ndjazeat 

atoms with free electrons. Pair up the 
electrons to make an explicit bond unless 
the pair is named in NOLIST. 

REMOVECHARGE (atm) Take away the positive charge from atm. 
REf!lOVEDOT taW Remove the 5ot (if present) from ata 

FUNCTIONS FOB RANIPULATING STROCTUBB WITHOUT HOUSEKEEPING: 

ADDH (a W Put a hydrogen on atm. 
CHANGEBOND (atal;ata2;n) Add n (pos. or neg.) to the order oE th? 

atal-atm2 bond. 

- 36 - 



JOINATOB (oldatm;ata;bond;atoatype;nodenum) 
Bring atn into the structure -- attach atn 
to oldatm with bond order BOND. Give ata 
the atom type and node number specified. 

REROVEBOND (atml ; atm2) Remove the bond between atml nnd atm2. 
RENOVEH 4aW Take a hydrogen off ata. 

STRUCTURAL fiANIPfJGATIOW FUNCTIOBS YITH HOUSEABEPING: 

BREAKBOND 

BREAKRING 

ELXBINATEE 

LOSEALPHA3AD 
LOSENEXTBAD 
BAKERING 
ClIGRATEH 

NC'LBAVAGE 

NEWBOND 

(atal; at82) 

(atml;atm2) 

WM 
NW 
(atml;atm2;bond) 
(atml;atm2) 

lb ect) 

(atal;atn2) 

Replace the atal-ata bond with 3 
pair af elect iTi~nk* 1 
Try to pair any other free elactron 
with one of the nev free electrons. 
Do the same as BREAKBOND when it is 
certain that the atal-atr2 bond is in 
a ring. 
Eliminate a hydrogen from atm, leaving 
a free electron. 
Lose the largest radical alpha to atm. 
Lose the largest radical aUjacent t:, 3tp. 
Join atml E atm2 with bond to forea 3 ring. 
Hove a hydrogen from atal to nta2, le3vinq 
a free electron on atml (unless 3tml = 
ANIIATOPI, in vhich case the H comes from nowhere) 
Break the nth bonds away from 
the heteroatom in the molecule 
and assign intensityapct 0iaifwioo. 
If n is 0 or (quote adjacent), the 
adjacent bonds are broken, l=(quote alpha), 
2=(quote beta), 3=(quote gamma). 
Replace adjacent free electrons on atml E atm2 
uith an explicit bond. 

---------- 

* The arbitrary names given to function arguments here ace meant to slgjsst 

the appropriate k,inds of arguments for these functions. For example, '3tm' 

will be replaced by the naae of a specific chemical atom in th? context of the 

actual program. 

---------- 
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